
Statistical Monitoring of Stochastic Processes

Given:

• an alphabet ,

• a stochastic process  over ,

• a property , 

• and a confidence level .

𝒳 ⃗X := (Xt)t∈ℕ 𝒳
φ : 𝒳∞ → ℝ

δ ∈ (0,1)

Statistical Monitoring
Develop a monitor  such that 




Or 


𝒜φ : 𝒳* → Iℝ

∀t ∈ ℕ : ℙ (φ( ⃗X t) ∈ 𝒜φ( ⃗X t)) ≥ 1 − δ

ℙ (∀t ∈ ℕ : φ( ⃗X t) ∈ 𝒜φ( ⃗X t)) ≥ 1 − δ

Example: Fair Coins

… …

… …

P1 P2 P3 P4 Pt PT

X1 X2 X3 X4 Xt XT𝒜

Given a sequence of coins  and their corresponding tosses .  At time 
 the monitor observes the sequence of tosses up until , i.e., .

⃗P = (Pt)t∈ℕ
⃗X := (Xt)t∈ℕ

t ∈ ℕ t ⃗X t

The questions we are interested in are among others: 

(i) Was the sequence of chosen coins fair on average? (ii) Is the current coin fair?  (iii) Will the 
sequence of coins be fair on average in the near future? (iv) What about the the limit? (v) How 
certain are we in our answer? (vi) What are the necessary assumptions?


Is it fair?


ℙ (∀t ∈ ℕ :
1
t

t

∑
i=1

Pi ∈ 𝒜( ⃗X t)) ≥ 1 − δAnswering question (i) reduces to estimating the 
average bias of the past coins, i.e.,


Using statistical methods, e.g., concentration 
inequalities, we developed monitors for monitoring 
algorithmic fairness beyond the i.i.d. setting 
extending it to Markov chains, Hidden Markov 
Models, and stochastic linear dynamic systems.

Applications 
Statistical Monitoring can be used to detect

• unfair behaviour of black-box systems, e.g., is a neural 

network biased;

• uncertainty in the model, e.g., is the (machine learning) 

model correct;

• undesirable feedback loops in dynamic systems, e.g., is a 

government policy leading to a degradation in well-
being of a population over time (see image).
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